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Licklider (1960):
Man-Computer Symbiosis…

… is an expected development in cooperative 
interaction between men and electronic 
computers. The main aims are

1. to let computers facilitate formulative thinking as 
they now facilitate the solution of formulated 
problems, and

2. to enable men and computers to cooperate in 
making decisions and controlling complex 
situations without inflexible dependence on 
predetermined programs.
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Problem Solving 
in the 21st Century

Teams organized around common goals
Communities: “Virtual organizations”

With diverse membership & capabilities
Heterogeneity is a strength not a weakness

And geographic and political distribution
No location/organization possesses all 
required skills and resources

Must adapt as a function of the situation
Adjust membership, reallocate 
responsibilities, renegotiate resources
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Context (1):
Revolution in Science

Pre-Internet
Theorize &/or experiment, alone
or in small teams; publish paper

Post-Internet
Construct and mine large databases of 
observational or simulation data

Develop simulations & analyses

Access specialized devices remotely

Exchange information within 
distributed multidisciplinary teams
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Context (2):
Revolution in Business

Pre-Internet
Central data processing facility

Post-Internet
Enterprise computing is highly distributed, 
heterogeneous, inter-enterprise (B2B)

Business processes increasingly 
computing- & data-rich

Outsourcing becomes feasible => 
service providers of various sorts
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The (Power) Grid:
On-Demand Access to Electricity
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By Analogy, A Computing Grid

Decouple production and consumption
Enable on-demand access

Achieve economies of scale

Enhance consumer flexibility

Enable new devices

On a variety of scales
Department

Campus

Enterprise

Internet
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Not Exactly a New Idea …

“The time-sharing computer system can unite 
a group of investigators …. one can conceive 
of such a facility as an … intellectual public 
utility.”

Fernando Corbato and Robert Fano, 1966

“We will perhaps see the spread of ‘computer 
utilities’, which, like present electric and 
telephone utilities, will service individual 
homes and offices across the country.”

Len Kleinrock, 1967
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But Things are Different Now …
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Computing isn’t Really Like Electricity

I import electricity but must export data

“Computing” is not interchangeable but highly 
heterogeneous: data, sensors, services, …

This complicates things; but also means that 
the sum can be greater than the parts 

Real opportunity: Construct new capabilities 
dynamically from distributed services

Raises fundamental questions
Achieving economies of scale

Quality of service across distributed services

Applications that exploit synergies
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New Opportunities
Demand New Technology

“Resource sharing & coordinated 
problem solving in dynamic, multi-
institutional virtual organizations”

“When the network is as fast as the computer's internal 
links, the machine disintegrates across the net into a set 

of special purpose appliances” (George Gilder)
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Taking Sharing to the Next Level

Sharing of communication
Telephones, mailing lists, collaboration tools

Sharing of data and knowledge
Web, semantic web

What about the rest of the infrastructure?
Services, computers, programs, sensors, …



3

September 3, 2003 13

NEESgrid Earthquake Engineering 
Collaboratory

2

Network for 
Earthquake 
Engineering 
Simulation

Field Equipment

Laboratory 
Equipment

Remote Users

Remote Users: 
(K-12 Faculty and 
Students)

High-
Performance 
Network(s)

Instrumented 
Structures 
and Sites

Leading Edge 
Computation 

Curated Data 
Repository

Laboratory Equipment        
(Faculty and Students)

Global 
Connections

(fully developed 
FY 2005 – FY 2014)

(Faculty, 
Students, 
Practitioners)

U.Nevada Reno

www.neesgrid.org
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Distributed Earthquake Experiments

Bill Spencer, UIUC
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Existing Technologies are Helpful,
but Not Complete Solutions 

Peer-to-peer technologies
Limited scope and mechanisms

Enterprise-level distributed computing
Limited cross-organizational support

Databases
Vertically integrated solutions

Web services
Not dynamic

Semantic web
Limited focus
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What’s Missing is Support for …

Sharing & integration of resources, via
Discovery

Provisioning

Access (computation, data, …)

Security 

Policy

Fault tolerance

Management

In dynamic, scalable, multi-organizational 
settings
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Enter the Grid

Infrastructure (“middleware”) for 
establishing, managing, and evolving 
multi-organizational federations

Dynamic, autonomous, domain independent

On-demand, ubiquitous access to 
computing, data, and services

Mechanisms for creating and managing 
workflow within such federations

New capabilities constructed dynamically 
and transparently from distributed services

Service-oriented, virtualization
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Building the Grid

Open source software
Globus Toolkit® , UK OGSA DAI, Condor, …

Open standards
OGSA, other GGF, IETF, W3C standards, …

Open communities
Global Grid Forum, Globus International, 
collaborative projects, …

Open infrastructure
UK eScience, NSF Cyberinfrastructure, 
StarLight, AP-Grid, …
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Open Source

Encourage adoption of standards by 
reducing barriers to entry

Overcome new technology Catch-22

Enable broad Grid technology ecosystem
Key to international cooperation

Key to science-commerce partnership

Jumpstart Grid industry and allow vendors 
to focus on value-add

E.g., IBM, Avaki use GT3; Platform Globus

Open source is industry friendly!
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Globus Toolkit® History
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DARPA, NSF, 
and DOE 
begin funding 
Grid work

NASA begins
funding Grid work,
DOE adds support

The Grid: Blueprint for a 
New Computing

Infrastructure published

GT 1.0.0
Released

Early Application
Successes Reported

NSF & European Commission
Initiate Many New Grid Projects

Anatomy of the Grid
Paper Released Significant

Commercial
Interest in
Grids

Physiology of the Grid
Paper Released

GT 2.0
Released

Does not include downloads from:
NMI, UK eScience, EU Datagrid,
IBM, Platform, etc.
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Custom
solutions

1990 1995 2000 2005

Open Grid
Services Arch

Real standards
Multiple implementations

Web services, etc.

Managed shared
virtual systemsComputer science research

Globus Toolkit

Defacto standard
Single implementation

Internet
standards

The Emergence of
Open Grid Standards

2010
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Open Grid Services Architecture

Service-oriented architecture
Key to virtualization, discovery, 
composition, local-remote transparency 

Leverage industry standards
In particular, Web services

Distributed service management
A “component model for Web services”

A framework for the definition of 
composable, interoperable services

“The Physiology of the Grid: An Open Grid Services Architecture for 
Distributed Systems Integration”, Foster, Kesselman, Nick, Tuecke, 2002
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Web Services 

XML-based distributed computing technology

Web service = a server process that exposes 
typed ports to the network

Described by the Web Services Description 
Language, an XML document that contains

Type of message(s) the service understands & 
types of responses & exceptions it returns

“Methods” bound together as “port types”

Port types bound to protocols as “ports”

A WSDL document completely defines a 
service and how to access it
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OGSA Structure

A standard substrate: the Grid service
Standard interfaces and behaviors that 
address key distributed system issues: 
naming, service state, lifetime, notification

A Grid service is a Web service

… supports standard service specifications
Agreement, data access & integration, 
workflow, security, policy, diagnostics, etc.

Target of current & planned GGF efforts

… and arbitrary application-specific services 
based on these & other definitions
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Transient Service Instances

“Web services” address discovery & 
invocation of persistent services

Interface to persistent state of entire 
enterprise

In Grids, must also support transient 
service instances, created/destroyed 
dynamically

Interfaces to the states of distributed 
activities

E.g. workflow, video conf., dist. data 
analysis

Significant implications for how services 
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OGSA Design Principles

Service orientation to virtualize resources
Everything is a service

From Web services
Standard interface definition mechanisms: 
multiple protocol bindings, local/remote 
transparency

From Grids
Service semantics, reliability and security 
models

Lifecycle management, discovery, other 
services

M lti l  “h ti  i t ”
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Open Grid Services Infrastructure

Implementation

Service
data

element

Other standard interfaces:
factory,

notification,
collections

Hosting environment/runtime
(“C”, J2EE, .NET, …)

Service
data

element

Service
data

element

GridService
(required)

Data
access

Lifetime management
• Explicit destruction
• Soft-state lifetime

Introspection:
• What port types?
• What policy?
• What state?

Client

Grid Service
Handle

Grid Service
Reference

handle
resolution
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Grid Services are Web Services

Naming
Grid Service Handle/Reference

Standard state
Service data elements

Notification

Service groupe
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Open Grid Services Infrastructure
GWD-R (draft-ggf-ogsi- gridservice-23) Editors:
Open Grid Services Infrastructure (OGSI) S. Tuecke, ANL
http://www.ggf.org/ogsi-wg K. Czajkowski, USC/ISI

I. Foster, ANL
J. Frey, IBM
S. Graham, IBM
C. Kesselman, USC/ISI
D. Snelling, Fujitsu Labs
P. Vanderbilt, NASA
February 17, 2003

Open Grid Services Infrastructure (OGSI)

“The Physiology of the Grid: An Open Grid Services Architecture for 
Distributed Systems Integration”, Foster, Kesselman, Nick, Tuecke, 2002
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Example:
Reliable File Transfer Service

Performance

Policy     

Faults     

service
data
elements

Pending

File
Transfer

Internal
State

Grid
Service

Notf’n
Source

Policy

interfacesQuery &/or
subscribe

to service data

Fault
Monitor

Perf.
Monitor

Client Client Client

Request and manage file transfer operations

Data transfer operations
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GT3
Architecture and Functionality

Core
OGSI Implementation
Security Services
System-Level Services
Container
Hosting Environment

Base Services
Resource Management
Information Services
Data Management

User-Defined Services
Grid Service Development Framework

Future Directions

September 3, 2003 32

GT3 Distribution

GT2 Components RLS
GT-OGSA

Grid Service 
Infrastructure

The focus of this presentation
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GT-OGSA Grid Service Infrastructure

Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine

OGSI Spec Implementation
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GT3 Core
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The Specification Defines how Entities can Create, 
Discover and Interact with a Grid Service

Service
data

element

Service
data

element

Service
data

element

Service Implementation

GridService
(required) … other interfaces …

(optional) Optional:
- Service creation
- Notification
- Registration
- Service Groups

+ application-
specific interfaces

Required:
- Introspection

(service data)
- Explicit destruction
- Soft-state lifetime

GT3 Core:
OGSI Specification
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GT3 Core:
OGSI Implementation

GT3 includes a set of primitives that fully 

implement the interfaces and behaviors 

defined in the latest version of the OGSI 

Specification

The OGSI Specification defines a protocol -

GT3 provides a programming model for 

that protocol
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GT3 Core:
Implementation of the GridService

portType: GridServiceImpl and 
PersistentGridServiceImpl

destroy()

setServiceData()

findServiceData()

requestTerminationAfter()

requestTerminationBefore()
addOperationProvider()

(See docs for complete set of methods)

Implementation
of the OGSI Spec

<paramter name=“operationProviders” value=“<className>”>

Additional
functionality can be
added to a
Grid Service using
OperationProviders

Deployment descriptor
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GT3 Core: Building an 
OGSI-Compliant Grid Service using GT3

Write service-specific
logic that also
implements the GT3 
OperationProvider
interface
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Write service-specific
logic that also
implements the GT3 
OperationProvider
interface

Combine with one of the
two GT3 implementations
of base GridService
functionality:
GridServiceImpl or
PersistentGridServiceImpl

GT3 Core: Building an 
OGSI-Compliant Grid Service using GT3
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Write service-specific
logic that also
implements the GT3 
OperationProvider
interface

Combine with one of the
two GT3 implementations
of base GridService
functionality:
GridServiceImpl or
PersistentGridServiceImpl

An 
OGSI-Compliant

grid service

GT3 Core: Building an 
OGSI-Compliant Grid Service using GT3
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An 
OGSI-Compliant

grid service

OperationProviders are 
configured at deployment time 
or added at runtime

Write service-specific
logic that also
implements the GT3 
OperationProvider
interface

Combine with one of the
two GT3 implementations
of base GridService
functionality:
GridServiceImpl or
PersistentGridServiceImpl

GT3 Core: Building an 
OGSI-Compliant Grid Service using GT3
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GT3 Core: A Grid Service Can be 
Composed of Multiple 
OperationProviders

OPs can be designed as 
atomic bits of functionality to 
facilitate reuse 

The OP approach eases the 
task of bringing legacy code 
into OGSI-Compliance

OPs allow Grid Services to be 
formed dynamically (in 
contrast to the inheritance 
approach)
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GT3 Core: Several OperationProviders
are Included in the GT3 Distribution

NotificationSourceProvider

HandleResolverProvider

ServiceGroupRegistrationProvider

ServiceGroupProvider

FactoryProvider
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GT3 Core: Notifications

Our NotificationSourceProvider
implementation allows any Grid Service to 
become a sender of notification messages

A subscribe request on a NotificationSource
triggers the creation of a 
NotificationSubscription service

A NotificationSink can receive notification 
msgs from NotificationSources.  Sinks are 
not required to implement the GridService
portType

Notifications can be set on SDEs
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GT3 Core:
OGSI Specification (cont.)

Factory portType

Factories create services

Factories are typically persistent services

Factory is an optional OGSI interface

(Grid Services can also be instantiated by 
other mechanisms)

September 3, 2003 46

GT3 Core:
OGSI Specification (cont.)

Service group portTypes

A ServiceGroup is a grid service that maintains 
information about a group of other grid services

The classic registry model can be implemented with the 
ServiceGroup portTypes

A grid service can belong to more than one ServiceGroup

Members of a ServiceGroup can be heterogenous or 
homogenous

Each entry in a service group can be represented as its 
own service

Service group portTypes are optional OGSI interfaces
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GT3 Core:
OGSI Specification (cont.)

HandleResolver portType

Defines a means for resolving a GSH (Grid Service 
Handle) to a GSR (Grid Service Reference)

A GSH points to a Grid Service
(GT3 uses a hostname-based GSH scheme)

A GSR specifies how to communicate with the Grid Service 
(GT3 currently supports SOAP over HTTP, so GSRs are in WSDL format)

Includes 0 or more Grid Service Handles (GSHs)
Includes 0 or more Grid Service References (GSRs)

Service locator
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A Service Creation Scenario*

Registry

* All scenarios in this presentation are offered as examples and are not prescriptive

1. From a
known registry,
the client
discovers a
factory by
querying the
service data 
of the
registry Client
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Client

Registry

2. The client calls
the createService
operation on the
factory

Factory

1. From a
known registry,
the client
discovers a
factory by
querying the
service data 
of the
registry

A Service Creation Scenario (cont.)
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Client

Registry
Factory

Service

3. The 
factory
creates a
service

1. From a
known registry,
the client
discovers a
factory by
querying the
service data 
of the
registry

2. The client calls
the createService
operation on the
factory

A Service Creation Scenario (cont.)
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Client

Registry
Factory

Service

4. The factory
returns a locator to
the newly created
service

1. From a
known registry,
the client
discovers a
factory by
querying the
service data 
of the
registry

2. The client calls
the createService
operation on the
factory 3. The 

factory
creates a
service

A Service Creation Scenario (cont.)
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Client

Registry
Factory

Service
5. The client and 
service interact

1. From a
known registry,
the client
discovers a
factory by
querying the
service data 
of the
registry

2. The client calls
the createService
operation on the
factory 3. The 

factory
creates a
service4. The factory

returns a locator to
the newly created
service

A Service Creation Scenario (cont.)
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Client

A Service Group Scenario

a yeep
service

a murp
service

a bloop
service

1. The client calls
the add operation, 
providing a locator
to the bloop service

as input

Service
Group

Registration
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Client

a yeep
service

a murp
service

a bloop
servicebloop SG

Entry

1. The client calls
the add operation, 
providing a locator
to the bloop service 

as input

2. The Service
Group creates
an SG Entry.
The purpose
of the Entry
is to represent
the bloop
service inside
the collection

A Service Group Scenario (cont.)

Service
Group

Registration
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Client

a yeep
service

a murp
service

a bloop
service

3. Entries for the
murp and yeep
services are added
in the same manner

bloop SG
Entry

murp SG
Entry

yeep SG
Entry

A Service Group Scenario (cont.)

Service
Group

Registration
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Client

a yeep
service

a murp
service

a bloop
service

murp SG
Entry

yeep SG
Entry

The lifetime on the bloop
SG Entry terminates

A Service Group Scenario (cont.)

Service
Group

Registration
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Client

Service
Group

Registration

a yeep
service

a bloop
service

murp SG
Entry

yeep SG
Entry

The murp
service
terminates

A Service Group Scenario (cont.)
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Notification
Sink

A Notification Scenario

1. NotificationSink calls
the subscribe operation
on NotificationSource

Notification
Source

September 3, 2003 59

Notification
Sink

Notification
Source

Notification
Subscription

2.Notification
Source 
creates a 
subscription
service

1. NotificationSink calls
the subscribe operation
on NotificationSource

A Notification Scenario (cont.)
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Notification
Sink

Notification
Source

Notification
Subscription

3. Notification
Source returns a

locator to the 
subscription service

1. NotificationSink calls
the subscribe operation
on NotificationSource 2.Notification

Source 
creates a 
subscription
service

A Notification Scenario (cont.)
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Notification
Sink

Notification
Source

Notification
Subscription4.b The NotificationSink and 

Subscription service interact
to perform lifetime
management

4.a deliverNotification
stream continues
for the lifetime of
NotificationSubscription

1. NotificationSink calls
the subscribe operation
on NotificationSource 2.Notification

Source 
creates a 
subscription
service

3. Notification
Source returns a

locator to the 
subscription service

A Notification Scenario (cont.)
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Notification
Sink

Notification
Source

Notification
Subscription

1. NotificationSink calls
the subscribe operation
on NotificationSource

subscribe

2.Notification
Source 
creates a 
subscription
service

3. Notification
Source returns a

locator to the 
subscription service

4.b The NotificationSink and 
Subscription service interact
to perform lifetime
management

4.a deliverNotification
stream continues
for the lifetime of
NotificationSubscription

The sole mandated
cardinality: 1 to 1

A Notification Scenario (cont.)
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GT-OGSA Grid Service Infrastructure

OGSI Spec Implementation Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine
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Transport Layer Security/Secure Socket 
Layer (TLS/SSL)

To be deprecated

SOAP Layer Security
Based on WS-Security, XML Encryption, 
XML Signature

GT3 uses X.509 identity certificates for 
authentication
It also uses X.509 Proxy certificates to 
support delegation and single sign-on, 
updated to conform to latest IETF/GGF 
draft

GT3 Core: Security Infrastructure
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GT-OGSA Grid Service Infrastructure

OGSI Spec Implementation Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine
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GT3 Core: System Level Services

General-purpose services that facilitate the use 
of Grid Services in production environments

The 3.0 distribution includes the following 
System-Level services:

An Administration Service

A Logging Service

A Management Service
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GT-OGSA Grid Service Infrastructure

OGSI Spec Implementation Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine
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GT3 Core: Grid Service Container

Includes the OGSI Implementation, security 
infrastructure and system-level services, plus:

Service activation, deactivation, construction, 
destruction, etc.

Service data element placeholders that allow 
you to dynamically fetch service data values at 
query time

Evaluator framework (supporting ByXPath and 
ByName notifications and queries)

Interceptor/callback framework (allows one to 
intercept certain service lifecycle events)
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GT3 Core:
Grid Service Container (cont.)

Interface Layer

Transport Layer

Implementation Layer

Layers in the Web Services Model

OGSI Spec is here

Transport/Binding
Layer (GT3 supports
SOAP over HTTP)

Container is here

September 3, 2003 70

GT-OGSA Grid Service Infrastructure

OGSI Spec Implementation Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine
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GT3 Core: Hosting Environment

GT3 currently offers support for four Java 
Hosting Environments:

Embedded

Standalone

Servlet

EJB

September 3, 2003 72

GT3 Core: Virtual Hosting 
Environment Framework

Virtual Hosting allows grid services to be  
distributed across several remote containers

Useful in implementing solutions for 
problems common to distributed computing

Load balancing

User account sandboxing
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GT3 Base Services
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GT-OGSA Grid Service Infrastructure

OGSI Spec Implementation Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine
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MMJFS

GT3 Base: Resource Management

GRAM Architecture rendered in OGSA

The MMJFS runs as an unprivileged user, with a 
small highly-constrained setuid executable 
behind it

Individual user environments are created using 
Virtual Hosting 

MJS

MJS
MJS

MJS
User 1

User 2

User 3

Master User

MJS
MJS

MMJFS: Master 
Managed Job Factory
Service
MJS: Managed Job
Service

User Hosting Env
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Client

GRAM Job Submission Scenario

Index
Service

1. From an 
index service,
the client
chooses 
an MMJFS

September 3, 2003 77

Client

GRAM Job Submission Scenario

Index
Service 2. The client calls the

createService
operation on the factory
and supplies RSL

MMJFS

1. From an 
index service,
the client
chooses 
an MMJFS
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Client

GRAM Job Submission Scenario

Index
Service MMJFS

MJS

3. The factory
creates a
Managed Job
Service

1. From an 
index service,
the client
chooses 
an MMJFS

2. The client calls the
createService
operation on the factory
and supplies RSL



14

September 3, 2003 79

Client

GRAM Job Submission Scenario

Index
Service MMJFS

MJS

4. The factory
returns a locator

1. From an 
index service,
the client
chooses 
an MMJFS

2. The client calls the
createService
operation on the factory
and supplies RSL 3. The factory

creates a
Managed Job
Service
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Client

GRAM Job Submission Scenario

Index
Service MMJFS

MJS
5. The client subscribes to
the MJS’ status SDE and 
retrieves output

1. From an 
index service,
the client
chooses 
an MMJFS

2. The client calls the
createService
operation on the factory
and supplies RSL 3. The factory

creates a
Managed Job
Service4. The factory

returns a locator
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GT3 Base: Information Services

Index Service as Caching Aggregator
Caches service data from other grid services

Index Service as Provider Framework
Serves as a host for service data providers 
that live outside of a grid service to publish 
data
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GT3 Base: Reliable File Transfer

Reliably performs a third party transfer between two GridFTP 
servers

OGSI-compliant service exposing GridFTP control channel 
functionality

Recoverable Grid Service
Automatically restarts interrupted transfers from the last 
checkpoint

Progress and Restart Monitoring
GridFTP 
Server 1

GridFTP 
Server 2

RFT

JDBC
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GT-OGSA Grid Service Infrastructure

OGSI Spec Implementation Security Infrastructure

System-Level Services

Base Services

User-Defined Services

Grid Service Container

Hosting Environment

Web Service Engine
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GT3 User-Defined Services

GT3 can be viewed as a Grid Service 
Development Kit that includes:

Primitives, apis, tools and runtime services 
designed to ease the task of building OGSI-
Compliant Services

Primitives for provisioning security

Base services that provide an infrastructure 
with which to build higher-level services
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GT3 User-Defined Services (cont.)

ANT

User source files

GT3 Build Files

User Build File

Grid 
Service
executable 
files

(Diagram inspired by 
Borja Sotomayor’s
excellent tutorial on GT3) 
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Future Directions of GT

Standardization of container model

Development of lightweight container/api

Adding rich support for queries

Further refinements of Base Service designs

Pushing on standardizing at a higher level 
than OGSI
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Open Grid Service Architecture:
Next Steps

Technical specifications
Open Grid Services Infrastructure is 
complete

Security, data access, Java binding, 
common resource models, etc., etc., in the 
pipeline

Implementations and compliant products
Here: OGSA-based Globus Toolkit v3, …

Announced: IBM, Avaki, Platform, Sun, 
NEC, HP, Oracle, UD, Entropia, Insors, …, …

Rich set of service defns & 
implementations
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Globus Toolkit v3 (GT3)
Open Source OGSA Technology

Implements OGSI interfaces

Supports primary GT2 interfaces
High degree of backward compatibility

Multiple platforms & hosting environments
J2EE, Java, C, .NET, Python

New services
SLA negotiation, service registry, 
community authorization, data 
management, …

Rapidly growing adoption and 
contributions: “Linux for the Grid”
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Important Standards Activities

Data services
DAI

Agreements
Basis for provisioning, quality of server

Management interfaces

Policy and security
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Summary

Grid is primarily about sharing

OGSA defines standards based Grid 
infrastructure

GT3 provides tools for building OGSI based 
Grid services

Available today

For more information:
www.globus.org


