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Measurement of the antiproton spectrum up to 190 GeV (present
limit 50 GeV):
Measurement of the positron spectrum up to more than 270 GeV
(present limit 30 GeV);
Search for antinuclei with a sensitivity of some unity in 10-7 in the
“antiHe/He ratio (present sensitivity limit about 10-5);
L Continuous monitoring of the cosmic rays solar modulation
before, during and after the 23rd maximum of the solar activity;
Study of the time and energy distributions of the energetic
particles emitted in solar flares and coronal Mass Ejections.




E‘a"'?*' ALTEA - space

3 silicon planes with double detectors, view X & Y
Area: 2 x (8 x 8) cmm2

Plich: 2.4 mm
Thickness: 380 pm
Threshold: 5 MIP

Saturation: 2400 MIP

Planes distance: 3.75 cm

Maximum error of angular reconstruction: +1.8°
Geometric factor:- 160 cm2 sr

The position of the 6§ SDUs
Can be modified to accommodate for different

kind of experiments

Two color LCD-TFT oculars
XGA, 1024 x T68 pixels at 60 Hz

A | Field of view: 35° diagonal (21° V 28° H)
¢4 | Luminance 5-50 FL Contrast 40:1

256 colors out of a 16 million colors palette
Video memory: 2 MB

Measure particle trajectories in the brain.

Electrophysiological measurements (EEG) linked to ligth flashes
Further measurements of nuclear abundance in IS

Scheduled to be operative in the IIS before end of 2005



Prelude:

A three year space mission will transmit at ground a periodic stream of data up

to six times a day. Received stream will contains either telemetry and physical
data.

PROBLEM

The request is a procedure/infrastructure for preanalisys on the received data to perform necessary
instrument calibration, physical data quality control and storage data as well.
Moreover are regquested:

- Statistics on raw data to determine quality of transmission
- Statistics on inner packets data to determine instrument status

- High flexybility to minimize refactoring caused by not foreseen situations;

- DATA HAVE TO BE AVAILAELE WORLODWIDE THROUGHT INTERNET TO ALL THE MEMBERS OF THE
COLLABORATION.

- STORAGE RESOURCES IS SUPPOSED TO BE SHARED WITH OTHER EXPERIMENTS.

— GROUND INFRASTRUCTURE AS SIMPLE RS POSSIEBELE TO MINIMIZE MARINTENAMCE COSTS AS FLEXIELE
AS POSSIELE FOR FURTHER IMPROVEMENTS.



Ground segment solution:
- Modularity to achieve flexibility throught OO programming, that is
YODA,;
- Automatization to achieve long time standard quality and minimize
maintenance costs;
- Well know framework as ROOT because it is a robust data analysis
structure packed togheter rich OO libraries.
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Storage solution:

— MINIMIZE COST THROUGHT A WELL KNOWN COMMERCIAL ROBUST SOLUTION SAN.
Data storage costs are dramatically fallen down in the lasts few years. WIZARD collaboration
experiments will take advange of a little bit bigger initial investment on a mediun size commercial-based
Storage Area Neitwork (SAN), instead of an "home-made” solution, on long period because of the
consequents hardwares maintenance. Moreover a centralized storage system improve efficiency of the
future collaboration experiments (as well extermal requiring experiments) because all the needed
infrastructure is already
developed and ready.
Conclusion:

less the hardware failures, more the physicists have data

less the maintenances costs, more your administrator get happy.

— DECOUPLE STORARGE SYSTEM FROM EXPERIMENTS.
POOL architecture, throught the

LOGICAL FILE NAME <—> |D FILE <—> PH YSICAL FILE NAME

relations, well fits the decoupling of a multitude of users sharing the same resources BUT insisting on
different data sets.
Conclusion:

less the complexity, more the robusiness (Occam rules!)



customer
side

side

- Not all experiments need pool flexibility for
. data hiding (filename, no TF, no ditributed
Storage provider S environment)
- Small-medium experiments has to maximize
resources rendimento(small group, not
experienced skills)
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