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Introduction to Physics Computing

Outline of the lectures

x Introduction

x Event Filtering

x Calibration and alignment

x Event Reconstruction

x Event Simulation

x Physics Analysis

x Data Flow and Computing Resources
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Introduction to Physics Computing

What Is Physics Computing?

i Input: A few petabytes of data

i Output: A few hundred physics papers
u Data reduction factor of 107 to 108 !!

i How Is It done?

&> <Digression>

@ </Digression>
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Detector characteristics

Width:  22m {
Diameter: 15m ]
Weight: 14’500t

mp |

CERN
School of Computing

Paper paperl5
Data higgsdata
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paperl5=make_paper(higgsdata)
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Abstract

“The Higgs potential of the standard model with an additional real Higgs singlet
order it may allow first-order

phase transition. Itis found that there are parameter values for which this model

atthe one-loop level witha fect may allow

transition. Those parameter values also predict that the masses of the neutral

scalar Higgs bosons of the model are consistent with the present experimental

bound, and that their production in e'e~ collisions may be searched at the

proposed ILC with /5 = 500 GeV in the near future.

1. Introduction

‘The possibility of baryogenesis by means of electroweak phase transition has recently been
widely examined, since the electroweak baryogenesis can, in principle, be tested in the future
lerator experiments [1]. If the electroweak phase transition is strongly first order, it can
fulfil the departure from thermal equilibrium which is one of the three conditions required by
Sakharov that are necessary for the dynamic generation of the baryon asymmetry during the
evolution of the universe [2). It has already been observed that in the standard model (SM) the
electroweak phase transition cannot be strongly first order unless the mass of the scalar Higgs
boson is smaller than its lower bound set experimentally by LEP [3]. The sufficient strength
of the first-order electroweak phase transition is essential for preserving the generated baryon
asymmetry at the electroweak scale. In the literature, a number of articles have been devoted
10 study the possibility of accommodating the strongly first-order electroweak phase transition
in various models beyond the SM [4].

Among them, an interesting possibility has been investigated several years ago, where an
extension of the SM with a real Higgs singlet field has been adopted within the context of the
electroweak phase transition [S]. We consider that the model is inspiring, because adding a
real Higgs singlet field is the simplest extension of the Higgs sector of the SM. In that model,
the strength of the first-order electroweak phase transition has been stronger than that in the
case of the SM. Due to the presence of cubic terms in the tree-level Higgs potential, a strongly
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At LHC we needeée

aMI | I 1 ons of | 1| nes

i Hundreds of neural networks (BNNs, not
ANNS)

i Large infrastructure
A Customized hardware
A PC farms
A Database and storage systems

A Distributed analysis facilities
A The grid
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Introduction to Physics Computing

What happens to the data?

i Event filtering, tagging and storage
i Calibration, alignment

i Event reconstruction

i Persistency

i Event simulation

i Physics analyses
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Step by step

i Each step involves some data reduction

Interpreta
u Some ste

the output Is satisfactory
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The technical challenge

0
0
0

0

Very high event rate (40 Mhz)
Large event size (>1MB)
Large background of uninteresting events

Large background in each event

A many interactions in each beam crossing
A many low-momentum particles
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| challenge (ctd)
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The social challenge

i Large number of physicists doing analysis
A CMS: 183 institutes in 39 countries

i High pressure, competitive spirit
A Important discoveries to be made
A Fast turnaround required

CMS and ATLAS chasing the Higgs
CSC 2009
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Online vs Offline computing

i Online

A In real time, fast!
A Decisions are irreversible
A Data cannot be recovered

u Offline

A From almost real time to long
delays

A Decisions can be reconsidered

A Data can be (and frequently are)
reprocessed

Physicist reconsidering
CSC 2009 11
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Online processing

i Trigger: event selection

A Needs only a small subset of the detector data
A Fast, very little dead-time
AGi ves figreeno or fdredo |1 ght

115N
llll
lll
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Online processing (ctd)

i Data acquisition
A Interfaces to detector hardware
A Builds complete events from fragments
A Sends them to the higher level event filter(s)
A Writes accepted events to mass storage
A Very complex system
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=X

School of Computing

Complexity of Data acquisition
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Online processing (ctd)

i Monitoring P —
A Detector status
A Data acquisition performance
A Trigger performance =
A Data quality check

u Control

A Configure systems

Start/stop data taking

Initiate special runs (calibration, alignment)
Upl oad trigger tables, calibrat:.

> > >

CSC 2009 15

Rudi Frihwirth, HEPHY Vienna




Introduction to Physics Computing

Event selection

i Primary collision rate: 40 Megahertz
i Recording rate: 100 Hertz

i How Is this achieved?
A Multilevel trigger i chain of yes/no decisions
A Very fast first level: (Programmable) hardware

A Slower higher level(s): Software on specialized or
commodity processors

CSC 2009

Rudi Frihwirth, HEPHY Vienna

16



Introduction to Physics Computing 9
CERN

School of Computing

Event selection (ctd)

u Reliable WACLRCHLAN — SHUE mufﬁﬁﬁﬁ[\‘
A Rejected data are lost forever A
A Continuous monitoring ¥

u Cautious "
A Do not lose new physics

i Versatile
A Many different trigger channels run

H| N WORKS
f\NHNWI OES

parallel
A Trigger conditions can be changed S

qUiCkly ; ‘PI]?HSH' IAH[ IH TON Hq'ligl% L L:sll:\NEillAB[_lH PlLIEMF‘JCUH!Nh
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Multilevel selection

i Dead-time has to be minimized
i Many events can be discarded very quickly

I Fast Level 1 Trigger

i Only the surviving ones are scrutinized

0

more carefully T High Level Filter(s)

channel

CSC 2009
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Example: CMS

TR ~vacuum chamber

central detector
electromagnetic
calorimeter

hadronic
_~ calorimeter

Detector characteristics
Width: 22m ' —

Diameter: 15m
Weight:  14'500t
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Trigger/DAQ layout

40MHz | Leveld Detector Frontend 100 Thyte/s
Trigger T T T T ] T ] JHeadﬂut
105 Hz Event - —| Controls | 100 Ghyte/
Manager Event Builder yie/s
I_*l:l:l:ll ll:lFarms
] ] ] ] ] ] ] ] .
102 Hz [ Computing Services 100 Mbyte/s
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What CMS subdetectors measure

i Inner tracker (pixels+strips)
A Momentum and position of charged tracks

i Electromagnetic calorimeter
A Energy of photons, electrons and positrons

i Hadron calorimeter
A Energy of charged and neutral hadrons

i Muon system
A Momentum and position of muons
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What CMS subdetectors measure

CSC 2009

Rudi Frihwirth, HEPHY Vienna

22



