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Outline of the lectures

× Introduction

× Event Filtering

× Calibration and alignment

× Event Reconstruction

× Event Simulation

× Physics Analysis

× Data Flow and Computing Resources
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What is Physics Computing?

ü Input: A few petabytes of data

üOutput: A few hundred physics papers

üData reduction factor of 107 to 108 !!

üHow is it done?

</Digression>

<Digression>



Introduction to Physics Computing

CSC 2009
Rudi Frühwirth, HEPHY Vienna

4

Itôs simple é is it?

Paper paper15

Data higgsdata

...

paper15=make_paper(higgsdata)

...
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At LHC we needé

üMillions of lines of code (C++,Python, é)

üHundreds of neural networks (BNNs, not 
ANNs) 

üLarge infrastructure 
Á Customized hardware

Á PC farms

Á Database and storage systems

Á Distributed analysis facilities

Á The grid
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What happens to the data?

üEvent filtering, tagging and storage

üCalibration, alignment

üEvent reconstruction

üPersistency

üEvent simulation

üPhysics analyses
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Step by step

üEach step involves some data reduction
Á data are ignored or thrown away (online) 

Á data are compressed (offline) 

ü In each step the data get closer to be 

interpretable in physical terms

üSome steps are repeated many times until 

the output is satisfactory
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The technical challenge 

üVery high event rate (40 Mhz)

üLarge event size (>1MB)

üLarge background of uninteresting events

üLarge background in each event
Ámany interactions in each beam crossing

Ámany low-momentum particles



Introduction to Physics Computing

CSC 2009
Rudi Frühwirth, HEPHY Vienna

9

The technical challenge (ctd)
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The social challenge 

üLarge number of physicists doing analysis
ÁCMS:  183 institutes in 39 countries

üHigh pressure, competitive spirit
Á Important discoveries to be made

Á Fast turnaround required

CMS and ATLAS chasing the Higgs
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Online vs Offline computing

üOnline
Á In real time, fast! 

Á Decisions are irreversible

Á Data cannot be recovered

üOffline
Á From almost real time to long 

delays

Á Decisions can be reconsidered 

Á Data can be (and frequently are) 

reprocessed

Physicist reconsidering
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Online processing

üTrigger: event selection
Á Needs only a small subset of the detector data

Á Fast, very little dead-time

ÁGives ñgreenò or ñredò light to the data acquisition 
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Online processing (ctd)

üData acquisition
Á Interfaces to detector hardware 

Á Builds complete events from fragments

Á Sends them to the higher level event filter(s)

ÁWrites accepted events to mass storage

Á Very complex system
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Complexity of Data acquisition
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Online processing (ctd)

üMonitoring
Á Detector status

Á Data acquisition performance

Á Trigger performance

Á Data quality check

üControl
Á Configure systems

Á Start/stop data taking

Á Initiate special runs (calibration, alignment)

Á Upload trigger tables, calibration constants, é
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Event selection 

üPrimary collision rate: 40 Megahertz

üRecording rate: 100 Hertz

üHow is this achieved?
ÁMultilevel trigger ïchain of yes/no decisions

ÁVery fast first level: (Programmable) hardware

ÁSlower higher level(s): Software on specialized or 

commodity processors
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Event selection (ctd)

üReliable
Á Rejected data are lost forever

Á Continuous monitoring

üCautious
Á Do not lose new physics

ü Versatile
ÁMany different trigger channels run in 

parallel

Á Trigger conditions can be changed 
quickly
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Multilevel selection

üDead-time has to be minimized

üMany events can be discarded very quickly 

ïFast Level 1 Trigger

üOnly the surviving ones are scrutinized 

more carefully ïHigh Level Filter(s)

üTriggers are tailored to specific physics 

channels (Higgs, top, WW, ZZ, é)
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Example: CMS
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Trigger/DAQ layout
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What CMS subdetectors measure

ü Inner tracker (pixels+strips)
ÁMomentum and position of charged tracks

üElectromagnetic calorimeter
ÁEnergy of photons, electrons and positrons

üHadron calorimeter
ÁEnergy of charged and neutral hadrons

üMuon system
ÁMomentum and position of muons
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What CMS subdetectors measure


